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a b s t r a c t

Changes in summertime organic aerosol (OA) concentrations in the Eastern U.S. are investigated for
different temperature change scenarios using the chemical transport model PMCAMx-2008. OA is
simulated using the volatility basis set approach, assuming that the primary emissions are semi-volatile
and that the intermediate volatile and semi-volatile organic compounds are oxidized in the gas phase,
resulting in products with lower volatility. For the basic temperature change scenario where biogenic
emissions are kept constant, ground-level OA decreases by �0.3% K�1 on average. Increases in the north
(þ0.1% K�1) and decreases in the south (�0.5% K�1) are predicted. The effect of the uncertain temper-
ature dependence of the aging rate constant is modest, changing the OA by only 0.1% K�1 over the
temperature-independent case. For the more realistic scenario in which biogenic OA precursor emissions
are allowed to increase with temperature (up to 10% K�1), however, average OA increases by 4.1% K�1,
with even higher increases in southern regions. These results suggest that as temperature increases,
complicated changes in production, partitioning and chemical aging will take place. Nevertheless, the
change in biogenic emissions and subsequent production of biogenic OA is more than an order of
magnitude more important than the changes in the rates of chemical and physical atmospheric
processes.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Elevated particulate matter (PM) concentrations contribute to
poor air quality throughout large parts of the United States. These
particles directly affect visibility and have been linked to increased
risks of respiratory illness and cardiopulmonary disease (Dockery
et al., 1994; Davidson et al., 2005). PM2.5, particles with an aero-
dynamic diameter less than 2.5 mm, are particularly important as
they can travel far into the human respiratory system and are
therefore more dangerous than larger particles.

Airborne particles, or aerosols, are traditionally grouped in two
categories based on their origin. Primary aerosols refer to those
emitted directly into the atmosphere, such as sea salt and dust;
secondary aerosols begin as gas-phase compounds emitted by
transportation, industry, vegetation and other sources. These gases
are then oxidized in the atmosphere, resulting in products that can
ngineering, Carnegie Mellon
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condense to the particle phase, forming secondary aerosol. Organic
aerosol constitutes a significant portion of PM2.5 mass in both urban
and rural areas (Seinfeld and Pandis, 2006), and has been tradi-
tionally categorized as primary (POA) and secondary organic
aerosol (SOA). The behavior of anthropogenic (aSOA) and biogenic
(bSOA) secondary organic aerosol e from manmade and natural
sources, respectivelye has been the subject of investigation in both
laboratory and modeling studies (Kanakidou et al., 2005).

A 1.5e4.5 K rise in the global average surface temperature is
predicted for the next century (IPCC, 2007). While a number of
studies have concluded that increased temperatures result in
higher ozone concentrations for both present and future simula-
tions (Aw and Kleeman, 2003; Baertsch-Ritter et al., 2004; Jacob
and Winner, 2009), PM2.5 behavior predicted by different global
models for future temperature or climate scenarios is inconsistent
(Jacob and Winner, 2009). There are also few publications
describing the effect of climate on organic PM levels regionally.
Using direct secondary organic aerosol modeling of winter condi-
tions in central California, Strader et al. (1999) predicted there
would be an optimal temperature for SOA formation due to the
interplay between particle evaporation and accelerated chemistry
as temperature increases. An increase of 10 K from this optimum
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decreased SOA by 18% (1.8% K�1). A similar effect was predicted
by Aw and Kleeman (2003) via a Lagrangian trajectory model for
secondary organic compounds in Southern California for
September 1996. Secondary organic particulate matter decreased
by about 1% K�1 for their temperature perturbation trials. The
chemical transport model PMCAMx predicted that the organic
PM2.5 for the eastern U.S. in July 2001 would decrease by about
0.75% K�1 (Dawson et al., 2007). Sheehan and Bowman (2001)
predicted a 16 and 24% decrease in SOA during the day with
a temperature increase of 10 K (�1.6 and �2.4% K�1) from the
reaction of high-yield aromatics and alpha-pinene, respectively,
with OH. SOA formationwas simulated with a single cell absorptive
partitioning box model. Although the magnitude of the tempera-
ture effect is relatively consistent between these earlier studies,
constant biogenic emissions and nonvolatile non-reactive POA
were assumed for these simulations.

Tai et al. (2010) analyzed an 11-year (1998e2008) record of
PM2.5 observations finding a positive concentration correlation
(approximately 0e7% K�1) in organic carbon (OC) with temperature
in the eastern U.S., except in southern Florida where a negative
relationship was observed. Meteorological variables explained up
to 50% of the observed daily PM2.5 variability; the study suggested
that the temperature dependence of biogenic emissions and
wildfires were also important factors for the OC increase with
temperature. VOC emissions from vegetation in the US are
comparable to those from anthropogenic sources (Guenther et al.,
1993; Lamb et al., 1987). Leaitch et al. (in press) reported that
submicron forest OA in Canadian forests correlated to ambient
temperature via the equation OA ¼ 0.084exp(0.135 T), with
temperature in �C and concentration in mgm�3. This corresponds to
13.5% K�1. Guenther et al. (1993) reported an exponential increase
in monoterpene emissions with temperature. In the same study,
isoprene emissions were found to increase for leaf temperatures up
to 40 �C decreasing thereafter. Between 25 and 35 �C, an increase
on order of 10% K�1 can be estimated for both monoterpenes and
isoprene. For the same temperature range, other studies implied
that isoprene emissions could increase by about 6% K�1 (Duncan
et al., 2009), and yet others reported a 27% K�1 increase (Sharkey
et al., 2008). Constable et al. (1999) estimated a 13% K�1 increase
for biogenic emissions, including isoprene, monoterpenes, and
other reactive VOCs. Although the exact response is uncertain, it is
evident that biogenic emissions do change significantly with
temperature.

Recent developments in our understanding of atmospheric OA
physics and chemistry (Robinson et al., 2007) have shown that
other elements of OA treatment by previous chemical transport
models (CTMs) require further revision. POA was historically
viewed as nonvolatile and non-reactive, but it is now clear that
a significant fraction evaporates after emission. The resulting
vapors participate in atmospheric reactions that ultimately lead to
the formation of oxidized OA. Furthermore, both volatile POA and
SOA components and precursors are influenced by chemical aging,
or further gas phase oxidation of the first-generation products of
OA chemistry (Donahue et al., 2006). The inclusion of intermediate
volatility organic compounds (IVOCs; Grieshop et al., 2009) and
updated SOA formation yields (Hildebrandt et al., 2009; Murphy
and Pandis, 2010) have also led to improved prediction accuracy
(Murphy and Pandis, 2009). The previous work on the climate
sensitivity of OA has neglected these effects.

PMCAMx, a regional scale CTM, used the Odum et al. (1996)
two-product framework to simulate organic aerosol concentra-
tions as described by Gaydos et al. (2007). Dawson et al. (2009),
which is the precursor to this work, used this model to calculate OA
sensitivity to temperature and biogenic emissions. This model has
been subsequently modified to include the volatility basis set (Lane
et al., 2008; Shrivastava et al., 2008). This version is a significant
advancement in OA prediction methodology within PMCAMx, and
it is now necessary to revisit past applications and see how the
estimates about the role of temperature have changed.

We will quantify the temperature effect using three scenario
groups; one in which only select processes are temperature
dependent, one that adds temperature sensitivity to the semi-
volatile organic gas aging rate constant and one where biogenic
emissions increase with temperature. These three groups seek to
add realism to the model beyond the gas-aerosol partitioning,
species reaction rates and deposition rates that are already
temperature-sensitive. The first group has been simulated before,
but never with the volatility basis set framework. The temperature
sensitivity of chemical aging, the second group, is quite uncertain
and bears examination. Finally, from the wide variation of biogenic
emission temperature sensitivity in the literature, reasonable
values are used to explore this effect in the new model.

2. Model description

The thousands of mostly unknown species in ambient OA are
represented by surrogate organic compounds with a range of vola-
tilities in PMCAMx-2008. In the volatility basis set framework, the
volatility of these surrogate organic compounds is represented by C*,
the effective saturation concentration at 298 K, and logarithmically
spaced bins are used to simulate the OA volatility distributions
(Donahue et al., 2006). At 298 K, these bins span the range from
10�2e106 mg m�3 for POA and 1e104 mg m�3 for SOA, enabling the
model to simulate the wide range of volatility in atmospheric
organics. C* is temperature-dependent as described by the Clausiuse
Clapeyron equation. Species parameters, including molecular
weights and enthalpies of vaporization, are provided in Murphy and
Pandis (2009) supporting information; DHvap is 30 kJ mol�1 for SOA
and between 64 and 112 kJ mol�1 for POA. The enthalpies, especially
for SOA, are uncertain (Epstein et al., 2010), but are consistent with
the few available smog chamber experiments that explored the
temperature dependence of the SOA yields. The chemical aging
mechanism simulates the reduction of the organic vapor volatility by
an order of magnitude, or a shift to one C* bin lower, creating prod-
ucts that are less volatile than the parent compound (Lane et al.,
2008; Shrivastava et al., 2008). Murphy and Pandis (2009) formu-
lated PMCAMx-2008, which includes the volatility basis set frame-
work for both POA and SOA in addition to chemical aging of POA and
anthropogenic SOA. Biogenic aging is assumed to lead to a negligible
change of the corresponding yields. Lane et al. (2008) concluded that
assuming bSOA components react in the gas phase with OH with
a rate constant equal to 4 � 10�12 cm�3 molecule�1 s�1 results in
significant overprediction of the observed OA in rural areas (e.g., in
the southeast US). Murphy and Pandis (2009) showed that PMCAMx,
assuming that the effect of the chemical aging of the bSOA on its
concentration is negligible, was able to reproduce well the
summertime OA concentration field in the Eastern US. Murphy and
Pandis (2010) explored a series of aging scenarios, showing that the
current aging scheme (increasing aSOA yields and constant bSOA
yields with aging) resulted in the best performance. Based on these
results we have kept the base case parameters of Murphy and Pandis
(2009) for the present study.

PMCAMx-2008 simulationswereperformed fora 3492�3240km
area over the eastern half of the United States. This domain was
gridded into 36 � 36 km cells, resulting in a subdivision of 97 cells
(east-west) by 90 cells (north-south). Also included are 14 vertical
layers extending to 6 km above the surface. The boundary OA
concentration is set to 0.8 mg m�3 for the first 10 model layers
(w2 km) and 0.3 mg m�3 for layers 11e14 (w2e6 km) following
Karydis et al. (2007). The SAPRC-99 (Statewide Air Pollution Research
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Center) photochemical mechanism (Carter, 2000) was used for
molecularly lumped gas-phase chemistry calculations with all reac-
tions having temperature-dependent reaction rate constants. This
replaced the Carbon-Bond Mechanism (CBM) IV (Gery et al., 1989)
that was used in the original studies by Dawson et al. (2007, 2008,
2009) with PMCAMx-2002. Inorganic aerosol thermodynamics are
described by ISORROPIA (Nenes et al., 1998) and are affected by
temperature. Equilibrium partitioning between the gas and particle
phases e also temperature-dependent e is assumed for both inor-
ganic and organic aerosol components. Rain intensity, photochemical
intensity, height and pressure were input via the fifth-generation
mesoscale model (MM5; Grell et al., 1995 as described in Gaydos
et al., 2007) to PMCAMx. Anthropogenic point and area emissions
are based on the U.S. National Emissions Inventory (NEI) databases,
and biogenic emissions are from the Biogenic Emissions Inventory
System version 3.13 (Schwede et al., 2005). Further details of the
modeling framework are described in Gaydos et al. (2007).

For each modeling scenario, seventeen days between 12 and 28
July 2001 were simulated. The first two days of each simulation are
used for initialization and are not included in subsequent analysis
of the results (Karydis et al., 2007). In addition to a base-case
scenario, several scenarios were simulated in order to analyze
different aspects of the temperature effect on OA levels (Table 1).
Uniform temperature increases of þ2.5 and þ5 K were applied
across the entire simulation, including all layers. These values
represent medium and high climate change temperature increase
estimates according to the IPCC. Such a consistent increase is clearly
a simplification so this should only be viewed as a sensitivity test.
For AGE simulations, the anthropogenic SOA (aSOA) and oxidized
POA (oPOA) aging rates were made temperature-dependent by the
addition of an Ea/R value of 500 K in the Arrhenius equation, where
Ea is the activation energy and R is the ideal gas constant. Finally,
biogenic precursor emissions in the BIO simulations were increased
by 5% K�1 or 10% K�1 for the corresponding temperature increase
scenarios.
3. Results and discussion

3.1. Baseline model performance

The base case average surface concentration predictions for
total OA are shown in Fig. 1 along with the fractional contri-
butions of its constituents. Here, gas-aerosol partitioning and
gas phase reaction rate constants are temperature-sensitive but
the aging rate constant is not. This model is only slightly
Table 1
PMCAMx-2008 scenarios simulated in this work.

Scenario Temperature perturbation

Gas-phase chem
deposition; aeros
partitioning

Base None. Base case temperature fields Yes
TEMP þ 2.5 þ2.5 K uniform increase Yes
TEMP þ 5 þ5 K uniform increase Yes
AGE_base None. Base case temperature fields Yes

AGE þ 5 þ5 K uniform increase Yes

BIO25 þ 2.5 þ2.5 K uniform increase Yes

BIO25 þ 5 þ5 K uniform increase Yes

BIO50 þ 5 þ5 K uniform increase Yes
modified (coding improvements) from Murphy and Pandis
(2010). The fresh POA (fPOA) is present mostly near urban and
industrial centers, with contributions up to 16%. Oxidized POA
and anthropogenic SOA have high contributions over most of
the domain with peaks of 20% and 60% in the Midwest,
respectively. The biogenic SOA has its highest values, with
a maximum 72% contribution, in the southern U.S. Finally, the
OA from long range transport is 0.4 mg m�3 on average and
covers the entire domain, contributing almost all of the OA near
the boundaries where the concentration is low.

These OA predictionswere compared tomeasurements from the
Speciation Trends Network (STN) (US EPA, 2002) and the Inter-
agency for Monitoring of Protected Visual Environments
(IMPROVE) (IMPROVE, 1995) stations. The STN data include both
urban and suburban sites, whereasmost of the IMPROVE sites are in
rural locations. Measurements of aerosol organic carbon (OC) were
converted to OM for comparison; IMPROVE OC data were multi-
plied by 1.8 to reflect the more highly oxidized nature of emissions
at rural sites, while STN OC data were multiplied by 1.4 as urban
OA is generally less aged or oxidized (Simon et al., 2011; Zhang
et al., 2005). A blank-correction was also applied to the STN data
(Chow et al., 2001).

Whereas PMCAMx-2002 generally underpredicted organic
matter (Karydis et al., 2007), especially in urban (STN) sites,
PMCAMx-2008 exhibits improved behavior. When compared to
measurements, PMCAMx-2002 predictions had a fractional error of
0.63 and a fractional bias of �0.57 for the urban (STN) sites;
PMCAMx-2008 results show a fractional error of 0.42 and a frac-
tional bias of only 0.09. PMCAMx-2008 tends to slightly overpredict
OA for the rural (IMPROVE) sites resulting in a fractional bias equal
to 0.3, but the fractional error decreased from 0.43 to 0.39. A more
extensive comparison of PMCAMx-2008 predictions to measure-
ments can be found in Murphy and Pandis (2010).
3.2. Effects of temperature on OA

The concentration differences between the 5 K increase simu-
lation (TEMP þ 5) and the base case for the total OA are shown in
Fig. 2; corresponding percentage changes are shown in Table 2.
Across the entire domain, total OA decreases by 1.5% on average at
ground level. There are two distinct regions of change, however.
The north and south boxes in Fig. 2 were chosen to isolate this
behavior. On average, the south shows a decrease of 2.6% and the
north exhibits a 0.7% increase. These concentration changes are
supplemented by results from specific example cities in Table 2. The
Dependence on temperature

istry;
ol

Semivolatile aging
rate constant

Biogenic emissions

No Base case
No Base case
No Base case
Yes, aSOA and oPOA aging
rate with Ea/R ¼ 500 K

Base case

Yes, aSOA and oPOA aging
rate with Ea/R ¼ 500 K

Base case

No Yes, 25% biogenic precursor
emissions increase

No Yes, 25% biogenic precursor
emissions increase

No Yes. 50% biogenic precursor
emissions increase



Fig. 1. (a) Base-case predicted average surface concentrations (mg m�3) during July 2001 for total organic aerosol, and fractional contributions of the OA components e (b) fresh POA,
(c) oxidized POA, (d) anthropogenic SOA, (e) biogenic SOA, and (f) boundary condition OA representing the organic aerosol transport into the domain from other areas.
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three southern cities e Atlanta, GA, Hattiesburg, MS, Shreveport,
LAewere chosen based on their proximity to areas with the largest
concentration change. These sites show OA base concentrations
well above the southern average, and the concentration decreases
up to 4.2%, showing that the local temperature effect can be much
stronger than average. Of the three northern cities chosen for
inspection, Cincinnati, OH shows a higher than average concen-
tration change (1.5%), but both Chicago, IL and Pittsburgh, PA show
a slight decrease in concentration with temperature. The local
effect in the north is therefore more varied.

The causes of these north-south differences can be explained by
the behavior of the OA components, shown in Fig. 3. On average,
bSOA decreases across the domain by 0.1 mg m�3, a 4% drop from
the base case bSOA. Maximum reductions up to 0.5 mg m�3 in the
south are observed, and decreases are also predicted for
the northeastern U.S. and Canada. The fresh POA (fPOA) is also
predicted to decrease, with average reductions of 0.02 mg m�3

(13% decrease) and maximum reductions up to 0.2 mg m�3 at urban
Fig. 2. Concentration differences (in mg m�3) between TEMP þ 5, the þ5 K tempera-
ture simulation, and the Base case for total OM and associated cities; Shreveport (S),
Hattiesburg (H), Atlanta (A), Chicago (Ch), Cincinnati (Ci) and Pittsburgh (P). Also
shown are the north and south box boundaries, used to obtain a closer analysis of our
results.
centers. In contrast, anthropogenic SOA responds to higher
temperatures by increasing 0.1 mg m�3 or 5% on average, with
a maximum of 0.2 mg m�3 in the Midwest. Oxidized POA exhibits
the same effect with a small average increase of 0.03 mg m�3 (þ5%)
and a maximum of 0.12 mg m�3.

These changes are due to a combination of factors related to
increasing temperature. To identify these, it is useful to examine
how the volatility distributions and partitioning of the OA
components between the gas and particle phases changes with
temperature. The differences in the OA volatility distributions
between the þ5 K runs and base case are shown in Fig. 4. The SOA
parent hydrocarbon reactions accelerate with temperature,
leading to increases in the total concentration in all bins for both
aSOA and bSOA (Fig. 4a and b). Contrary to aSOA, which will be
described shortly, most of the additional bSOA material stays in
the gas phase along with additional bSOA that evaporates. As
a result, the concentrations of the gas phase bSOA components
increase and the particulate bSOA components decrease across all
volatility bins (Fig. 4a). Although the scale of the changes is
reduced, increases in gas (all bins) and decreases in aerosol (for
C* � 103 mg m�3) are also seen with the fPOA (Fig. 4c). Evaporation
of lower-volatility fPOA increases gas levels and decreases aerosol
concentrations; subsequent loss to oPOA formation occurs as
Table 2
Predicted total OA changes in select cities for the TEMP þ 5 and BIO scenarios.

Site Base
concentration,
mg m�3

% Difference between specified run and base

TEMP þ 5 BIO25 þ 2.5 BIO25 þ 5 BIO50 þ 5

Average 3.1 �1.5% 9.9% 8.9% 20.5%
South average 5.8 �2.6% 17.3% 15.5% 36.1%
Hattiesburg, MS 9.1 �4.2% 22.0% 19.3% 45.6%
Atlanta, GA 11.8 �3.3% 18.8% 16.5% 38.6%
Shreveport, LA 11.1 �3.3% 22.5% 20.5% 47.1%
North average 6.5 0.7% 6.2% 6.6% 13.0%
Cincinnati, OH 8.1 1.5% 8.1% 9.0% 16.5%
Pittsburgh, PA 6.0 �0.3% 5.6% 5.5% 11.5%
Chicago, IL 10.5 �0.1% 3.1% 3.3% 6.5%



Fig. 3. Average surface organic aerosol concentration differences (in mg m�3) between TEMP þ 5, the þ5 K simulation, and the Base case for (a) bSOA, (b) fPOA, (c) aSOA, and (d)
oPOA. Positive changes correspond to increases in OA with increasing temperature.
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Fig. 4. Changes in volatility distributions due to increased temperature for (a) bSOA, (b) fPOA, (c) aSOA, and (d) oPOA. The difference between TEMP þ 5, the þ5 K simulation, and
the Base case are shown. Different scales are used for SOA and POA.
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temperature increases and gas-phase aging is enhanced. Gas-
phase fPOA surrogate species also have temperature-dependent
Henry’s Law coefficients; an increase in temperature decreases
their water solubility and therefore dry and wet deposition rates,
leading to a small increase in the concentrations of the high-
volatility fPOA components.

Aging reactions differentiate the changes in aSOA and oPOA
volatility distributions from those of bSOA and fPOA (Fig. 4b and d).
In addition to an increase in gas due to evaporation for both species,
an increase in lower volatility aerosol can be seen. When OA par-
titioning is shifted into the gas phase, more material becomes
available for gas-phase aging reactions with OH, creating products
that are less volatile than the parent. This in turn produces higher
aSOA and oPOA levels in the lower volatility bins. So far, the model
assumes that the rate constants of the aging reactions are
temperature independent, but it is clear that chemical aging of OA
amplifies the effect of a temperature increase.
3.3. Temperature-dependent anthropogenic aging rate constant

Temperature-independent aging reaction rate constants have
been used in previous OA chemical aging studies (Shrivastava et al.,
2008;Murphy and Pandis, 2009) and in the studies discussed above.
There is little available information on possible temperature sensi-
tivity of these processes, however. To test the system we use an
activation energy Ea/R of 500 K, which is higher than all related
anthropogenic species activation energies in SAPRC99, for the aging
process across all bins. This approximately corresponds to a 0.6%K�1

change in the reaction rate. The reference temperature is 298 K, at
which point the rate constant equals 1 �10�11 cm3 molecule�1 s�1

for aSOA and 4� 10�11 cm3 molecule�1 s�1 for oPOA as determined
by Murphy and Pandis (2009, 2010).

When compared to the base case results from Section 3.1, the
OA concentrations for the temperature-sensitive aging case
decrease over the northeast and increase over the west. This is
consistent with the 298 � 6 K temperature distribution for this
episode wherein western areas are warmer than the northeast,
resulting in a slight acceleration and deceleration in aging
respectively. On average, total OA concentrations only decrease by
about 0.3%. When a temperature increase is applied to the base
case, similar results are observed. The OA concentration differ-
ence between the temperature-sensitive and temperature-
insensitive þ5 K cases is shown in Fig. 5. Note that while the
scale is relatively small, there are distinct differences. Concen-
trations are not significantly affected in the northeast, but
Fig. 5. Total OA concentration difference between the AGE þ 5 and TEMP þ 5 cases to
assess the importance of having a temperature-dependent aging rate constant.
western and midwestern areas show increased OA levels. These
changes are mostly due to aSOA, with some aerosol increase
contributed by bSOA and the POA species.

The percent difference between the temperature-sensitive þ5 K
and base cases for target cities and area averages is shown in
Table 3. On average, OA concentrations in the temperature-
dependent case decrease by 0.8% in relation to the corresponding
base case. In comparison to the difference between the
temperature-independent þ5 K case and its corresponding base
case, the addition of temperature dependence constitutes only
a 0.6% increase in total OA (0.1% K�1). This modestly positive
departure is also observed in the specified cities, where the
difference between temperature-dependent and temperature-
independent changes is between 0.3 and 0.7%. Given that a high
activation energy was used for these simulations, this is a fairly
small change. Therefore, the aging-related OA concentration is only
weakly sensitive to temperature in this ground-level scenario.

3.4. Effect of changes in biogenic emissions

As temperature rises, biogenic emissions are also expected to
grow. The previous scenarios do not account for this change.
Three scenarios were subsequently analyzed: one with a 25%
increase in biogenic precursors and a 2.5 K temperature increase
(BIO25 þ 2.5), another with a 50% increase in emissions for a 5 K
increase (BIO50 þ 5) and finally a scenario with a 25% increase
for þ5 K (BIO25 þ 5). The maximum temperature during this
simulated episode was 32 �C. Adding five degrees, at the upper
limit of the IPCC prediction range, brings the maximum
temperature up to 37 �C; this is still below 40 �C, the isoprene
emissions drop-off temperature (Guenther et al., 1993), indi-
cating that biogenic emissions should only increase and not
decrease at any point.

The base case OA was subtracted from the OA in the three
biogenic increase cases and the concentration difference maps are
shown in Fig. 6bed. The difference from the base case and the
constant biogenic emissions and þ5 K case is also shown for
comparison (Fig. 6a). While a decrease in southern OA was previ-
ously predicted when only temperature was increased, an increase
is seen when biogenic precursor emissions increase with temper-
ature. Furthermore, this increase is over an order of magnitude
larger than the increase previously seen in the north as a result of
chemical aging of aSOA and oPOA.

Table 2 shows concentration change averages and results at
specified cities. Unlike previous scenarios, decreases in aerosol
are not predicted. On average, total OA concentrations increase
by 20.5% for the þ5 K and þ50% biogenic emissions case,
Table 3
Predicted total OA changes in select cities for the AGE scenarios.

Site Base case
concentration,
mg m�3

Percent difference
between AGE þ 5
and AGE_Basea

% Difference from
TEMP þ 5 caseb

Average 3.1 �0.8% 0.6%
Hattiesburg, MS 9.1 �3.8% 0.4%
Atlanta, GA 11.8 �2.6% 0.6%
Shreveport, LA 11.1 �2.9% 0.4%
Cincinnati, OH 8.1 2.2% 0.7%
Pittsburgh, PA 6.0 0.6% 0.3%
Chicago, IL 10.5 0.7% 0.7%

a [(AGE þ 5 � AGE_Base)/AGE_Base].
b Difference between the AGE percent changes (AGE þ 5 � AGE_Base) and those

found for the TEMP þ 5 � Base case in Table 2. [(AGE þ 5 � AGE_Base) �
(TEMP þ 5 � Base)]/(Base).



Fig. 6. Total OA concentration maps showing the deviation from base of (a) TEMP þ 5, the þ5 K case, (b) BIO25 þ 25, the þ2.5 K and þ25% biogenic emissions case, (c) BIO25 þ 5,
the þ5 K and þ25% biogenic emissions case, and (d) BIO50 þ 5, the þ5 K and þ50% biogenic emissions case.
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compared to �1.5% for the þ5 K-only case. The greatest effect is in
Shreveport, LA for the þ5 K and þ50% biogenic emissions case,
wherein the total OA increases by 47% over the base case. Each
scenario with biogenic increases shows a much larger increase in
aerosol compared to the <5% changes that have been previously
discussed.

Both þ25% biogenic emissions simulations have similar differ-
ence values even though the temperature differences are not the
same (Table 2, Fig. 6b and c). The increased biogenic emissions
therefore appear to dominate the impact on OA concentration. In
reality, the behavior of biogenic emissions with temperature is
more complex than a simplistic percentage per Kelvin change, and
so including more accurate biogenic emissions temperature
sensitivity (Guenther et al., 2006) is important for more accurate
estimates.

In order to check the accuracy of the BIO scenario results,
predicted changes at specific sites were divided by respective
temperature changes for comparison to the observations of Leaitch
et al. (in press) (Fig. 7). The change in submicron forest OA at 23
and 28 �C e which were the simulation averages during the base
and þ5 K cases e is calculated to be 0.25 and 0.50 mg m�3 K�1

respectively based upon the Leaitch et al. (in press) equation
described previously. These values are shown as red dotted lines in
Fig. 7. The Canadian forests are different than biogenically-
dominated sites in the southern U.S., but comparison with these
results serves to show whether the PMCAMx-2008 predictions are
reasonable. In the first three cities, which are biogenically domi-
nated, the þ5 K and þ25% biogenic emissions case is close to
observations. The last three cities exhibit much lower OA changes
than Leaitch et al. (in press) estimates; as discussed, the OA in
northern areas is predicted to have a large anthropogenic
component and is therefore less sensitive to changes in biogenic
emissions.
The volatility distribution differences between the base
and þ5 K and þ25% biogenic emissions case for bSOA and aSOA are
shown in Fig. 8. Noting the increased y-axes compared to Fig. 4,
total bSOA increases in all bins, which is not surprising given that its
precursor concentration has been enhanced by 25%. Doing so
increases the available biogenic semi-volatile gases and, due to
equilibrium partitioning, causes material to partition into the
aerosol phase. The change in aSOA, however, follows a different
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Fig. 8. Volatility plots showing the difference between BIO25 þ 5 and base cases for (a) bSOA and (b) aSOA. Note that y-axes are not the same for both species.

Fig. 9. Concentration maps of OH differences between (a) TEMP þ 5 and Base and (b) BIO50 þ 5 and Base.

Table 4
Predicted differences of OA concentration change (as a percentage) between
scenarios.

Scenarios compared Concentration change

Average North South

TEMP þ 25 � Base (þ2.5 K) �0.8% 0.2% �1.3%
TEMP þ 5 � Base (þ5 K) �1.5% 0.7% �2.6%
BIO25 þ 25 � Base (þ2.5 K) 9.9% 6.2% 17.3%
BIO50 þ 5 � Base (þ5 K) 20.5% 13.0% 36.1%
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pattern. More gas is staying in the upper volatility bins and less
aerosol is being formed in the lower bins. This indicates that aging
has slowed down after the increase of biogenic emissions. The POA
behavior is similar to the previous case, but the aSOA behavior
instigates investigation into the OH levels, as these control aging in
this scenario.

The effect of increasing temperature and biogenic emissions on
the OH concentrations is shown in Fig. 9. Increasing temperature
results in a general increase in OH; þ7% on average, ranging
between �5% and þ18%. Different behavior is observed in Fig. 9b;
the OH concentration still increases in the major urban areas, but
there are prevalent areas of OH decrease across the eastern U.S.
when the biogenic emission rates are increased with temperature.
The average change is �9%, ranging between �25% and þ25%.
Additional biogenic VOCs therefore decrease the availability of OH,
thereby reducing the aSOA ability to age and accumulate more
aerosol.

3.5. Linearity of changes

The þ2.5 K simulation yielded results with the same spatial
pattern of changes as the þ5 K simulation, with a 0.2% average
increase in the north and a 1.3% decrease in the south (versus 0.7%
and �2.6% respectively for the þ5 K case). These changes are linear
in the south and close to linear in the north (Table 4). The changes
are also close to linear in the cases where the biogenic emissions
are allowed to increase (Table 4).
3.6. Change of OA Aloft

The north-south disparity observed in Section 3.2 is also seen
with increasing altitude (Fig. 10aec). Aerosol concentrations at
southern, biogenic-dominated areas decrease at the surface but
the effect decays rapidly with height, while the increase in aerosol
concentration at anthropogenic-dominated sites in the north
persist to higher altitudes as more precursors oxidize and
condense out of the gas phase. Additional oxidized aerosol may
lead to increased formation of cloud droplets (Jimenez et al.,
2009), and so chemical aging may have consequences not only
on health at the surface but on radiative forcing at higher altitudes
as well. When biogenic emissions are increased with temperature,
however, bSOA dominates the increase not only in southern cities
but in northern sites as well (Fig. 10d and e). The biogenic effect
again decreases quickly with altitude, only affecting the lower



Fig. 10. Vertical concentration profile of total OA (a,d), bSOA (b,e), and aSOA (c,f) changes between the TEMP þ 5 � base (aec) and BIO50 þ 5 � Base (def) cases. Hattiesburg (HAT)
and Atlanta (ATL) are biogenically-dominated cities; Cinncinati (CIN) and Pittsburgh (PGH) are anthropogenically-dominated cities.
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kilometer. Anthropogenic aging decelerates due to the decrease in
OH and does not contribute significant to aerosol change over any
cities (Fig. 10f).

4. Conclusions

Increasing temperature has a variety of effects on organic
aerosol concentrations. If temperature alone is increased, bSOA and
fPOA will generally evaporate and decrease in concentration. This
leads to an average decrease in the South US of 0.4% K�1. While an
increase in temperature also causes the evaporation of aSOA and
oPOA, the corresponding species continue to react with OH due to
chemical aging. This decreases the volatility of the resultant OA
components; as a result, an effective increase in the aging aerosols
is predicted, leading to an increase in the north of about 0.3% K�1.
Making the aging rate constant temperature-sensitive with a high
Arrhenius Ea/R value of 500 K resulted in a 0.1% K�1 difference from
the TEMP þ 5 case. The temperature dependence of aerosol aging
does not appear to have a significant impact.
The temperature dependence of biogenic precursor emis-
sions, however, has a critical effect on PMCAMx-2008 OA change
predictions. Total aerosol concentrations increased for all
augmented biogenic emission cases, up to almost 10% K�1 in
some southern cities. The concentration change with tempera-
ture for these same cities was fairly consistent with field
observations by Leaitch et al. (in press). Increased biogenic
emissions also resulted in lower OH concentrations, leading to
decreased aging of aSOA and oPOA. These changes due to
aging were of a much smaller magnitude than the bSOA
concentration increase, however. Repeating these trials with
a more realistic biogenic emissions model is recommended for
future work.

Other research shows that biogenic emissions may be limited
via plant response to elevated levels of CO2 and changing land use/
land cover (Arneth et al., 2008; Heald et al., 2009; Guenther et al.,
2006; Chen et al., 2009). Our study only takes into account the
temperature effect of climate change, and other factors should be
addressed. The potential sensitivity of biogenic systems to climate



M.C. Day, S.N. Pandis / Atmospheric Environment 45 (2011) 6546e6556 6555
change in this work, however, suggests that their response will
dominate the effects of climate change on air quality.
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